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Abstract

Recently, decentralized online social networks (DOSNs) such as
Mastodon have emerged quickly, bringing new opportunities for
studies in user behavior modeling and multi-modal learning. How-
ever, their decentralized architecture presents two key challenges:
1) Distributed data and inconsistent access strategies across several
individual instances make a unified collection difficult; 2) user-
generated content (UGC) contains multiple modalities while lack-
ing standard organization and high-quality annotation. To address
these issues, we constructed FediData, a comprehensive multi-
modal dataset from Mastodon. Our dataset integrates user profiles,
text, images, and social interactions. To validate FediData’s useful-
ness, we designed and analyzed several tasks and systematically
evaluated the performance of existing state-of-the-art methods.
Our analysis reveals the unique challenges of DOSNs and high-
lights the value of FediData in DOSN-related studies. We believe
FediData could serve as a foundational dataset for advancing user
behavior analytics, multi-modal learning, and future decentral-
ized web research. All data and documentation are available in a
Zenodo repository at https://zenodo.org/records/15621243 (DOI:
10.5281/zenodo.15621243).
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1 Introduction

Recently, decentralized online social networks (DOSNs) have devel-
oped and gained public attention. Unlike traditional social networks,
DOSNSs provide users with more freedom to store their data and
communicate in a distributed mechanism [1, 15]. Among them,
Mastodon is one of the most representative DOSNS, consisting of
multiple servers operated by different organizations [2, 5, 17, 21].
Mastodon’s distributed inter-connectivity relies on the ActivityPub
protocol!. Supported by this architecture, users generate and share
content in a wide range of modalities, such as text, images, and
social interactions. Such multi-modal data reflects users’ real social
behaviors and expressions. This user-generated content (UGC) data
provides key support for research tasks such as multi-modal sen-
timent computing [16], user behavior modeling [15], and toxicity
content moderation [4]. Additionally, it lays an important foun-
dation for exploring cross-modal semantic alignment and fusion
mechanisms.

Although DOSNSs contain rich multi-modal UGC data, publicly
available multi-modal datasets are still extremely scarce. Among
most existing studies, only a few have released open-source datasets

! An open standard developed by the World Wide Web Consortium (W3C) to enable
federated communication between different social platforms. This protocol is an open
standard developed by the World Wide Web Consortium (W3C) to enable federated
communication between different social platforms, allowing content to be synchro-
nized across nodes while retaining each node’s control over data locally. Please refer
to https://www.w3.org/TR/activitypub/ for more information.
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[13, 18, 28], while only covering one or two modalities. For ex-
ample, FederatedSharing [14] contains user metadata and social
relationships, while Fedivertex® contains social graphs from seven
DOSNSs. Moreover, several efforts have been made to provide tools
for collecting datasets from DOSNs. For example, FediLive [20] and
Mastodoner [27] are two good cases. The former was designed to
collect real-time snapshots of users from Mastodon, while the latter
was designed to collect both user data and instance activity data.
While existing open-source datasets and tools offer some support
for dataset crawling, they still require additional time, effort, and
resources to collect satisfactory datasets. Consequently, the current
datasets and collection tools face challenges in advancing research
domains, such as multi-modal learning and computational social
science, as well as in supporting critical studies, like sentiment
analysis and social bot detection using multi-modal data of DOSN
users.

Constructing a multi-modal dataset from decentralized platforms
presents several unique challenges (CHs). CH1: During data col-
lection, Mastodon’s distributed architecture introduces challenges
such as varied data formats and rate limits, making a unified col-
lection difficult. CH2: UGC data could exhibit high heterogeneity,
including images, texts, user metadata, and social links, while lack-
ing standard organization and high-quality annotation. Therefore,
these challenges hinder researchers from accessing and analyzing
public Mastodon data effectively.

Multi-modal Dataset Downstream Tasks
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Figure 1: Illustration of FediData Dataset Framework.

To tackle the above challenges, we propose FediData, the first
open multi-modal dataset collected from Mastodon, which is ded-
icated to providing realistic and reliable data support for social
behavior modeling, multi-modal learning, and studies on user in-
teraction patterns. To collect data from Mastodon, we design and
implement a distributed data collection and processing framework
tailored for decentralized scenarios. We collect various multi-modal
user data, including text, images, user metadata, and social rela-
tionships. As shown in Figure 1, the constructed dataset has the
following key features: (1) Fusion of multi-modal heterogeneous
data: FediData covers tweets, images, user profiles, and social re-
lationships, and supports a variety of downstream tasks, such as
sentiment analysis [19], topic extraction [19], and social bot de-
tection [11, 19, 23]. (2) Alignment and annotation of multi-modal
data: During the data collection process, the modalities are aligned
with precise timestamps, preserving the complex social behaviors
in the user interaction process. Moreover, high-quality annota-
tion of social bots on this dataset supports bot-related studies. To
further explore the potential of the dataset, we design a series of
benchmarking tasks and systematically evaluate the performance

https://www.kaggle.com/datasets/marcdamie/fediverse-graph-dataset
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of existing methods on this dataset to validate its practical value.
Our contributions are threefold:

o We collected and open-sourced FediData, a large-scale, real-world
dataset sourced from a federated social platform called Mastodon.
FediData incorporates diverse content types, including textual
posts, images, user profiles, and social links, which fills the gap
of social media datasets in decentralized platforms.

e FediData is equipped with high-quality, multi-modal fine-aligned
data structures and manually annotated user labels. This offers re-
liable training and evaluation benchmarks essential for studies in
multi-modal learning, emotion analysis, and social bot detection.

o To validate the practical value and research potential of the Fedi-
Data dataset, we design several important benchmarking tasks
and a targeted evaluation of the performance of existing rep-
resentative methods and tools. These tasks not only reveal the
value of our dataset but also provide a research foundation for
the development of related fields.

Ethical Considerations. We adhere to explicit protocols to
ensure ethical data handling throughout data collection and pre-
processing. We comply with the rate limits, the Robots Exclusion
Protocol, and DOSNs’ content moderation policies to avoid unautho-
rized access to private data. This study was reviewed and approved
by the Institute of Science and Technology at Fudan University.
We release the dataset and documentation to support reproducibil-
ity and promote future research in multi-modal learning within
DOSNS.

2 Dataset Construction

Data Collection. To construct FediData, we designed a simple and
effective collection algorithm tailored for DOSNs. We collected pub-
licly available user data from multiple instances of Mastodon using
its official REST API®. We identified active instances and then used
standardized APIs and scraping protocols to collect posts, images,
user profiles, and follow relationships. We performed a BFS-based
traversal through the following relationships, starting from many
active seed users. Because each instance imposes rate limits (300
requests per 5 minutes), we incorporated a dynamic rate adjustment
strategy to pause queries to an instance once its limit is reached, and
then automatically resume collection when permissible. Following
FediLive [20], we mapped unique identifiers by combining user-
names and instance names (e.g., username@instance_name) and
similarly annotating post IDs. This strategy prevents ID collisions,
ensuring accurate identification of users and posts. In this study,
we crawled the data in two phases. The first phase crawled users’
posts, profiles, and social relationships during October 25-30, 2024,
using seven Linux servers with Intel Xeon Silver 4114 (40 cores)
and 187 GB memory, ensuring efficient and reliable data collection.
The second phase crawled user avatars and images from user posts,
conducted on a Linux server equipped with an AMD EPYC 7402P
processor (24 physical cores/48 threads), 125 GB memory, and about
1.5 TB of local disk space, providing sufficient and stable computing
and storage resources for multi-threaded parallel image crawling.
Data Pre-processing. We performed several pre-processing op-
erations on the raw collected data to ensure data availability and
privacy compliance. First, we uniformly mapped all user IDs and

3https://docs joinmastodon.org/client/intro/
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used a hash function to convert the original IDs into irreversible
anonymous identifiers to prevent leakage of user-identifiable infor-
mation. Meanwhile, to further protect user privacy, we anonymized
usernames with hashing techniques [7]. Finally, we standardized
the timestamp format, converted the local time in different servers
to UTC, and filtered out invalid samples with abnormal format,
missing modals, or empty content. After the above processing, the
final dataset is cleaner and more unified, facilitating the training
and evaluation of downstream tasks. Finally, we obtained 64,345
users from 493 instances containing 3,044,116 social links, with
725,282 posts and 765,019 images.

Data Annotation. To support downstream tasks such as social
bot detection and user behavior modeling, we annotated user iden-
tity attributes (whether they are social bots or not). We first sam-
pled users based on the social following graph with seed users
and employed the Metropolis-Hastings Random Walk (MHRW)
algorithm [25] to ensure an unbiased sampling. Consequently, we
obtained a subgraph with 12,548 nodes and 1,048,576 edges. We
manually annotated whether a user is a social bot by referring to
discriminative criteria in existing studies [9], including features
such as highly automated posting behavior, frequent retweeting of
duplicate content, posting of tweets containing suspicious links, and
lack of real personal information. Three researchers with relevant
backgrounds independently labeled the data double-blindly to en-
hance annotation quality. Samples with annotation disagreements
were discussed to achieve a consensus. Finally, 1,109 suspected
social bot accounts were labeled, and annotation consistency was
evaluated with a Cohen’s kappa [8] value of 0.876.

3 Data Analysis in Practical Scenarios

In this section, we perform a comprehensive data analysis utilizing
FediData for three practical scenarios.

3.1 Topic Extraction & Sentiment Analysis

Based on our dataset, we perform topic extraction and sentiment
analysis using natural language processing (NLP). Specifically, we
use gpt-4.1-mini to extract the topic and identify the sentiment
tendency of each post. The sentiment of each tweet is classified ac-
cording to Plutchik’s three sentiment categories [19], including pos-
itive, neutral, and negative. We follow the topic list in [6, 19] to ex-
tract topics for all posts. Figure 2 shows an example of prompts and
output to extract emotions and topics using ChatGPT. To explore
content differences across different instances on a distributed social
platform, we select two representative instances (mastodon.social
and linuxrocks.online) and analyze their topic distributions. As
shown in Figure 3, the mastodon.social instance exhibits a signif-
icant topic diversity, reflecting the wide range of interests and
expressions among its largest user base. In contrast, more than
50% of the content in linuxrocks.online is related to technology,
highlighting its strong professional orientation. This significant
variation reveals the unique architectural advantages of Mastodon,
with each instance showcasing distinct content and community
cultures that provide users with diverse social spaces.

To further explore word frequency statistics and sentiment anal-
ysis across different instances, we conduct additional analysis based
on the two selected instances, focusing on two topics: technology
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Please classify this post into one of the topics arts & culture, business &
finance, careers, entertainment, fashion & beauty, food, gaming, hobbies &
interests, movies & tv, music, news, outdoors, science, sports, technology,
travel and an emotion (positive, negative, neutral). format as 'topic -
emotion'. if unsure topic, use 'none'. lowercase and under 100 words.

Post: Beirut residents ignore Netanyahu's call to rise up against
Hezbollahhttps://www.bbc.co.uk/news/articles/cgk707kv3dvo

@ news-neutral

@ Post: Mexico gets first glimpse of rare solar eclipseFollow live as the
@ total solar eclipse roll over Mexico, 13 US states and Canada (¥

@ science-positive
Figure 2: Two examples of our prompt design for extracting
topics and emotions.

mastodon.social linuxrocks.online

technology hobbies & interests * science travel sports
news gaming outdoors music careers
entertainment fashion & beauty

arts & culture business & finance food

Figure 3: Topic distribution of two representative instances.
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Figure 4: Word cloud visualization and emotion distribution.

and gaming. In subfigures 4(a)-(b), the inconsistency in the promi-
nent words within the word clouds of the two instances suggests
variations in user focus and language style across different instances.
Additionally, we observe significant differences in user text in differ-
ent instances according to subfigures 4(c)-(d). For the topics of “tech-
nology” and “gaming”, mastodon.social and linuxrocks.online exhibit
relatively similar sentiment distributions, with a higher proportion
of positive sentiment and lower proportions of neutral and nega-
tive sentiment. Notably, linuxrocks.online shows more significant
differences in sentiment distribution, while those in mastodon.social
are relatively smaller. This further indicates that the user base on
mastodon.social is more diverse, accommodating a wider range of
perspectives and emotions, while the linuxrocks.online instance
might place greater emphasis on rational discussion and technical
sharing, resulting in larger differences in the emotional distribution
of technical topics.

3.2 Social Bot Detection

We construct a social bot detection task based on labeled user
identity information to evaluate the practical application value of
the dataset in a distributed environment. Specifically, to validate the
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Figure 6: Performance (F1-Score) of representative methods
for social bot detection on FediData.

effectiveness of existing representative social bot methods in our
dataset, we select and implement several representative methods,
such as BECE [23], SGBot [26], and BotRGCN [10]. We evaluate each
method running in each instance, and then synthesize the results in
these instances. Please note that existing methods do not consider
the image modality of accounts. In this work, we additionally use
the CLIP model [24] to extract embeddings from the image data
posted by accounts and fuse them with other modalities by mapping
them into the same embedding space for a fair comparison. For
effective training, we select instances with more than 10 accounts
(including humans and bots), and at least 10 social connections. The
distributions of the total accounts and bots within each instance are
shown in Figure 5. Then, we split the account data on each eligible
instance into training/validation/testing parts in the ratio of 2:1:1
and finally evaluate the results on the test set on each instance as
the basis for each representative detection method.

Based on the above setup, we test the performance of these
models on selected instances. For clarity, we choose the top three
instances (pokemon.mastportal.info, handon.club, and mastodon.ml)
and the bottom three instances (social.tchncs.de, chaos.social, and
mastodon.xyz) based on the number of bots for each instance. Then,
we report the detection results of these representative methods in
Figure 6. Surprisingly, these methods show low F1-Score values
for several instances, and the performance varies across different
instances, indicating that existing detection methods designed for
centralized platforms do not always perform well for decentralized
scenarios. This might be due to the heterogeneity of account data
across different instances. This observation inspires future bot de-
tection work to consider the characteristics of users on different
instances for constructing effective detection methods.

3.3 Image Category Understanding

Given that the social media images in our dataset are richly di-
verse, we analyze these visual contents using large language mod-
els (LLMs) to identify potential semantic categories. Specifically,
we use qwen2.5-v1-32b-instruct to clarify the images based on
given categories. In line with [22], we consider 26 categories of
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Please perform an image classification task and assign the given
image to one of the following categories:\n\n 1. Product \n 2.
Food & Beverage \n 3. Finance \n 4. Architecture \n 5. Sport \n
6. Transport \n 7. Art \n 8. Urban \n 9. Nature \n10. People \n11.
Event \n12. History & Culture \n13. Animation & Comics \n14.
Science & Technology \nl5. Statistical Data \n16. Poster \nl7.
Interior \n18. Game \n19. Snapshot \n20. Education \n21. News
& Newspaper \n22. Tourism \n23. Advertisement \n24. Meme
\n25. UI \n26. Others \n\nNote: \nl. Avoid assigning an image to
multiple categories. \n2. Output only the category name without
any additional response. For example, output: \'Product\'.

(T,
t\v/‘\, Nature

Figure 7: An example prompt for image classification.

given image

Top-5 image categories in mastodon.social
Art17.14% tion & Comics 12.86%

Science &

Technology
6.93%

(a) FediData (b) Mastodon.social

Figure 8: The top-5 image categories within FediData and
that of mastodon.social instance, respectively.

images in our analysis. Figure 7 shows an example prompt with an
image and the corresponding output. Figure 8(a) displays the top-5
image categories in our dataset, including art, animation, nature,
science, and event. We also analyze the top-5 image categories in
mastodon.social, as depicted in Figure 8(b). These findings provide a
foundation for further exploration of topic distribution and content
preferences across various instances.

4 Conclusion and Future Work

In this work, we constructed and open-sourced the FediData dataset.
To our knowledge, it is the first public and comprehensive multi-
modal dataset from Mastodon. Our comprehensive dataset contains
users’ metadata, posts that contain text and images, and user social
relationships. We have aligned the text and image content and
provided a high-quality annotation of user attributes, indicating
whether they are social bots or not. Moreover, we have designed
several tasks to evaluate the practical applications of our dataset for
studies in sentiment analysis, topic extraction, social bot detection,
and image category understanding. We hope that FediData will
become a fundamental resource for a wide range of decentralized
web-related research.

We envision several possible directions for future work. Firstly,
researchers could conduct studies on FediData, such as social net-
work analysis, UGC content understanding, temporal pattern anal-
ysis, and uncover differences between DOSNs and centralized plat-
forms. Secondly, we plan to delve further into the potential biases
of the emotion analysis outcomes produced by LLMs. Finally, re-
searchers could identify potential content moderation problems [3,
12] based on our dataset and cooperate with instance administra-
tors to solve these problems to manage their instances for a safe
and inclusive social environment.
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Usage of Generative Al

In this paper, we employ Al tools to enhance the robustness and
efficiency of the crawling code while utilizing them to refine and
clarify the text, maintaining the original meaning. All authors have
reviewed and confirmed the final text.
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